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Final Projects

● Mail me this week about how your project is doing.
○ What are you currently working on?
○ What is working?
○ What needs help?

● Grading
○ Did you build / finetune an appropriate model for your problem?
○ What does your evaluation say you got out of the training process?
○ How does your model advance the real goals of your project?



Evaluating Your Models

● Basic training/validation statistics (loss, accuracy, etc)
● Final statistics
● Comparison to benchmarks

○ Original work if reproducing a paper.
○ Current state of the art work on the same problem.

● To the extent possible,
○ What modeling choices helped or hindered your model performance?
○ Quantitative comparison before speculation on why.
○ If reproducing a paper, you can vary parameter choices and assess the impact.

■ Could you find better settings than the original authors?
■ Repeat with different seeds for more confidence.



Generative Models

Last Time

● Normalizing Flows
○ Key design change is invertibility of each layer
○ Enables efficient probability computations

This Time

● Diffusion Models
○ Very high quality (after a few false starts)
○ Very fast (after moving to latent space)



Do we have good models?

Gets fast 
after switch 
to latent 
space.
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Diffusion Models



Diffusion Models - TLDR

TLDR

● Error diffusion adds noise everywhere over several steps.
● Reverse process removes it.
● Reverse process is a generative model.

Slightly more detail:

● Forward process repeatedly adds a little bit of Gaussian noise to every pixel.
○ This is easy.

● Reverse process repeatedly removes that noise.
○ This is hard.



Early predecessors, but could not handle nearly as much noise.

“Stacked Denoising Autoencoders: Learning Useful Representations in a Deep 
Network with a Local Denoising Criterion” by Vincent et al (2010)

Denoising Autoencoders
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Diffusion Models

After many rounds of the forward process,

● All images have become pure noise?
○ close

● All images look like they are drawn from the same noise distribution
○ Almost

● All images drawn from similar noise distribution?
○ Yes
○ Original image survives with a low weight.
○ Noise has higher magnitude than original image.
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Mathematics of Diffusion Models
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Discretized diffusion process
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So we can run 
many forward 
steps at once.



Intuition behind learning the reverse 
process

Reversing process in one step is extremely difficult

Rocca, 2022



Doing it in steps gives us some clues

Rocca, 2022



One step versus multi-step

Rocca, 2022



Advantage of multi-step reverse process

1. Don’t have to learn a unique transform 
G

i
 for each step, but rather a single 

transform that is a function of the 
index step. Drastically reduces size of 
the model.

2. Gradient descent is much more difficult 
in one step and can exploit coarse to 
fine adjustments in multiple steps.

Rocca, 2022



Iterative versus one step

Rocca, 2022



The reverse process
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The reverse process
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Questions
 



Optimization Objective

26



Skipping a lot more math
● Expand p-theta as marginalization integral
● Use Jensen’s inequality to define a slightly simpler 

upper bound to the loss
● Some manipulations with Bayes’ Theorem
● Properties of KL divergence of two gaussian 

distributions
● An additional simplification suggested by [Ho et al 

2020]
27



Diffusion models in practice
We have the forward process

and our reverse process

and we want to train to minimize this simplified upper 
bound



Do We Really Need This Complicated Process?

Not a rhetorical question…



Why Can’t We Just Fit Function Directly?

● The forward process can generate pairs of clean sample + noisy sample.
● So can we just train the reverse function by reversing inputs and outputs?

○ Train function: noisy sample → clean sample



Why Can’t We Just Fit Function Directly?

● The forward process can generate pairs of clean sample + noisy sample.
● So can we just train the reverse function by reversing inputs and outputs?

○ Train function: noisy sample → clean sample

● Prone to overfitting instead of generalizing
○ Even if we generate many noisy samples per clean samples
○ Actually, probably will memorize those clean samples



Remember Variational Autoencoders?

Rocca, "Understanding Variational Autoencoders (VAEs)", 2019 

without regularization with regularization

We have to regularize the means and the covariances too!
Regularize to a standard normal.

Avoid coverage 
gaps like here.

https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73
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Conditional Generation for Diffusion Models

Can apply various conditioning throughout the diffusion process.

● Many ways to do this.
● Easy one:

○ concat conditioning vector as extra inputs to reverse steps.
● Will show some examples now, go into architecture later.
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Diffusion Models

Eventually got quality comparable to GANs…

● Better than VAEs and normalizing flows
● But very very slow

● Every step of the reverse process is working with full size images.
○ Full size input
○ Full size output

● Multi-resolution architectures are often a sign cost is an issue.
○ But also useful for global consistency, so do not disregard.



Latent Diffusion
Key idea:

● Pixel space is big.
● Run diffusion process in smaller 

latent space.

“High-Resolution Image Synthesis with 
Latent Diffusion Models”
By Rombach, Blattman, Lorenz, Esser 
and Ommer (2021)



Latent Diffusion Components

Latent diffusion models have two main components.

● Function mapping latent codes to high quality images.
○ This function does not need to have all the qualities we want from generative models.
○ In particular, much of the latent space may not make sense.
○ This can be off the shelf.

● Function mapping noise to latent codes of high quality images.
○ This is the latent diffusion part.
○ Same reverse process as before, but working in latent space.
○ This is smaller and easier to customize to different applications.



Different Models for 
Different Tradeoffs

Focus on lower dimension latent 
model that gets the semantic details 
right…

● Diffusion in latent space
● Use another high quality model 

for image generation.

“High-Resolution Image Synthesis with 
Latent Diffusion Models”
By Rombach, Blattman, Lorenz, Esser 
and Ommer (2021)



A Random Latent 
from Stable Diffusion
latent = torch.randn(1, 32, 32, 4)

latent_image = decode_latent(latent)

Image shape is 1x256x256x3.

https://stability.ai/

This is that high 
quality image 
model?

https://stability.ai/
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Picking a 
good latent is 
still a hard 
problem.



Conditioning in Latent Space

Conditioning affects 
each denoising step.

T total repetitions 
of denoising with 
conditioning.

Pick your 
favorite 
autoencoder 
with a small 
latent space.

Conditioning takes over all of latent sampling.



Applications of Latent Diffusion Models

Latent diffusion models have two main components.

● Function mapping latent codes to high quality images.
○ This function does not need to have all the qualities we want from generative models.
○ In particular, much of the latent space may not make sense.

● Function mapping noise to latent codes of high quality images.
○ This is the latent diffusion part.
○ Just this part gets retrained for different applications.



Super Resolution
● Downsample training images 4x
● Upsample with bicubic 

interpolation.
● Train latent diffusion model to 

recover the finer-grained 
details.

“High-Resolution Image Synthesis with 
Latent Diffusion Models”
By Rombach, Blattman, Lorenz, Esser 
and Ommer (2021)



In Painting
Mask some of the image and 
reconstruct rest of the image to be 
consistent.

● Don’t change the unmasked 
part!

● Keeping unmasked part mostly 
easy because latent code has 
spatial structure.

“High-Resolution Image Synthesis with 
Latent Diffusion Models”
By Rombach, Blattman, Lorenz, Esser 
and Ommer (2021)



Custom QR Codes

https://mp.weixin.qq.com/s/i4WR5ULH1ZZ
Yl8Watf3EPw

https://mp.weixin.qq.com/s/i4WR5ULH1ZZYl8Watf3EPw
https://mp.weixin.qq.com/s/i4WR5ULH1ZZYl8Watf3EPw


ControlNet
Previous QR Code example based on 
ControlNet.

● Generic technique to modify 
diffusion process to shape 
resulting output.

● Constant c initialized to zero to 
block action until helpful.

“Adding Conditional Control to 
Text-to-Image Diffusion Models” by 
Zhang, Rao and Agrawala (2023)

https://github.com/lllyasviel/ControlNet
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ControlNet
What are those control blocks for?

● Drive output image to have a 
particular property.

● Usually specified as feature 
extractor module and target 
output.

“Adding Conditional Control to 
Text-to-Image Diffusion Models” by 
Zhang, Rao and Agrawala (2023)

https://github.com/lllyasviel/ControlNet

https://github.com/lllyasviel/ControlNet


Rest of the Semester

● Neural Fields (11/25)
● Thanksgiving break (11/27)
● Reinforcement learning (12/2)
● Project presentations (12/4)
● Project presentations (12/9)



Feedback?


